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Rapid Deployment Guide for the
ProLiant DL380 G2 Packaged
Cluster Using the Rapid
Deployment Pack V1.20

Abstract: This guide details the steps required to deploy a ProLiant
DL380 G2 Packaged Cluster using the ProLiant Essentials Rapid
Deployment Pack V1.20 on Microsoft Windows 2000 Advanced
Server. This guide supplements the ProLiant Essentials Rapid
Deployment Pack, and assumes that an existing deployment
infrastructure already exists. The purpose of this guide is to provide a
turn-key cluster deployment solution for the ProLiant DL380 G2
Packaged Cluster. When the process completes, the system is ready
for a production environment.
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Introduction

Server deployment can be a time-consuming task, especially if you need to deploy hundreds of
servers quickly and reliably. As a key component of the Adaptive Infrastructure strategy, the
ProLiant Essentials Rapid Deployment Pack was developed to automate repetitive tasks such as
configuring and deploying servers. The implementation of a rapid deployment infrastructure
significantly reduces IT costs associated with server deployment and redeployment. Key benefits
include improved overall consistency of configurations across multiple servers and reduced IT
resource requirements during large-scale deployments.

This guide explains, in detail, the steps needed to deploy a ProLiant DL380 G2 Packaged Cluster
using the ProLiant Essentials Rapid Deployment Pack V1.20 for Windows 2000 Advanced
Server. These steps include deploying a hardware configuration, deploying Windows 2000
Advanced Server, configuring the Smart Array Cluster Storage enclosure, and deploying the
Microsoft Cluster Service to each node.

Note: This guide discusses sample scripts and configuration files used for cluster deployment
with the ProLiant Essentials Rapid Deployment Pack. These files are contained in SoftPaq
SP21872.EXE. The SoftPaq can be downloaded from the following locations.
www.hp.com/proliant/highavailability or www.hp.com/manage/rapiddeploy

The sample scripts and configuration files are also located on the ProLiant Essentials Rapid
Deployment Pack V1.20 distribution.

Purpose

This guide is intended to be a supplement to the ProLiant Essentials Rapid Deployment Pack. The
purpose of this guide is to provide a turn-key cluster deployment solution for the ProLiant DL380
G2 Packaged Cluster. By following the steps in this guide, a ProLiant DL380 G2 Packaged
Cluster can be deployed without any intervention, and when the process completes, the cluster is
ready for a production environment.

Assumptions and Intended Audience

This guide assumes that an existing deployment infrastructure already exists in the environment,
and is intended to complement the ProLiant Essentials Rapid Deployment Pack. This guide
covers the deployment of Microsoft Windows 2000 Advanced Server and Microsoft Cluster
Services on a ProLiant DL380 G2 Packaged Cluster using the ProLiant Essentials Rapid
Deployment Pack.

Note: For more information on correctly configuring a deployment infrastructure for use with
this guide, please refer to the Implementing a Deployment Infrastructure white paper on the
ProLiant Essentials Rapid Deployment Pack CD.

1717-0702A-WWEN
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This paper assumes that the reader has knowledge of the following topics and products:
e  Microsoft Windows 2000 Advanced Server
e Microsoft Cluster Services
e ProLiant Essentials Rapid Deployment Pack
e Dynamic Host Configuration Protocol (DHCP) or Bootstrap Protocol (BOOTP)
e Pre-Boot Execution Environment (PXE)

Please see the “Additional Information” section of this paper to find additional information
relating to these topics.

Deployment Components

Before deploying a ProLiant DL380 G2 Packaged Cluster, it is important to understand the
components involved in the deployment process. The ProLiant Essentials Rapid Deployment
Pack facilitates the deployment process through a combination of hardware and software. This
guide centers on a ProLiant DL380 G2 Packaged Cluster deployment running Microsoft
Windows 2000 Advanced Server and Cluster Services.

Additionally, Remote Insight Lights-Out Edition (RILOE) can be used to monitor the deployment
process on the target server and recover from issues that may occur during the deployment
process. For more information on RILOE, please see the “Additional Information” section in this
guide.

ProLiant DL380 G2 Packaged Cluster

The ProLiant DL380 G2 Packaged Cluster is a simple and affordable high availability solution
powered by ProLiant servers and Smart Array technology.

Its features include:
e A complete, 8U cluster package
e Industry standard ProLiant servers and Smart Array storage components

e Redundant controllers on the Smart Array Cluster Storage and redundant server features
on the ProLiant DL380 G2

Hewlett-Packard sets a new standard for performance and value in the enterprise with the
ProLiant DL380 G2 Packaged Cluster. Consisting of two ProLiant DL.380 G2 server nodes and a
shared storage cabinet, pre-packaged in a cost-effective and space-efficient fixture, the ProLiant
DL380 G2 Packaged Cluster provides the most affordable clustering solution for Windows NT
Server 4.0, Enterprise Edition, Windows 2000 Advanced Server, Novell NetWare, and Linux.

The ProLiant DL380 G2 Packaged Cluster complements any IT investment by providing high
uptime for business critical applications. Specifically designed to ensure outstanding performance
and seamless integration throughout the entire enterprise, the ProLiant DL380 G2 Packaged
Cluster offers an excellent return on investment by drastically reducing downtime.

1717-0702A-WWEN
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ProLiant Essentials Rapid Deployment Pack

The ProLiant Essentials Rapid Deployment Pack combines the remote deployment capabilities of
the Altiris eXpress Deployment Server with the power and flexibility of the SmartStart Scripting
Toolkit, integrated with the Altiris product through the ProLiant Integration Module (PIM) for
Altiris eXpress Deployment Server.

The Altiris eXpress Deployment Server is a GUI-based hardware deployment and software
distribution tool that provides remote console capabilities for both imaging and scripting. Altiris
has also developed enhancements within their base product for Hewlett-Packard products, such as
integration with RILOE and the new ProLiant BL servers.

The ProLiant Integration Module contains sample configuration events, batch files, support
software, and the SmartStart Scripting Toolkit enabling Hewlett-Packard customers to deploy
ProLiant servers quickly and easily. The PIM makes deployment of ProLiant servers using Altiris
eXpress Deployment Server simple. It encapsulates all the necessary steps of configuring and
deploying ProLiant servers into easy-to-use events that the user can simply drag and drop to
deploy one or many servers.

This guide provides instructions for using the ProLiant Integration Module for Altiris eXpress to
deploy ProLiant DL380 G2 Packaged Clusters using these integrated tools, custom scripts, and
configuration events.

1717-0702A-WWEN
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ProLiant DL380 G2 Packaged Cluster
Deployment

There are three stages in the deployment of a ProLiant Cluster, depicted here in Figure 1.

Phase 1 Phase 2 Phase 3
Configure the Configure the Deblov the
Hardware > Shared — Cﬁuszer

and OS Storage

Figure 1. Phases of cluster deployment
In Phase 1, typically each cluster node is configured separately. This includes the configuration of
the internal storage and the operating system as well as related service packs and Support Packs.

Phase 2 consists of configuring the external storage using an array configuration tool and then
creating the Windows NTFS partitions. Each partition is then formatted assigned a drive letter.

Phase 3 is the deployment of the final component, Microsoft Cluster Services, to each node.

Using the Rapid Deployment Pack V1.20 for Cluster
Deployment

The guide will demonstrate how to combine these three phases of cluster deployment into a turn-
key solution using the Rapid Deployment Pack V1.20. The next several sections in this guide
detail the steps necessary to utilize the Rapid Deployment Pack to create a drag-and-drop
deployment event for the ProLiant DL380 G2 Packaged Cluster. The following list describes the
major steps in this process using the Rapid Deployment PackV1.20:

e Choose an operating system installation path (scripted OS or imaged OS installation)
o Configure the reference server and external storage
o Capture the reference server hardware, OS image, and external storage configuration

e Create additional directory structures and edit cluster-specific configuration files on the
deployment server

e Create the deployment event in the Altiris eXpress Console
e Import computers and deploy the events

After completing these tasks, you will have a complete deployment event for the Rapid
Deployment Pack V1.20 to deploy a ProLiant DL380 G2 Packaged Cluster.
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Choosing an Operating System Installation
Path

Using the Rapid Deployment Pack provides many options for deploying ProLiant DL380 G2
Packaged Clusters. The operating system can be deployed utilizing the Windows unattended
installation feature or by using an OS image captured by the Rapid Deployment Pack.

Scripted OS Installation

Microsoft Windows 2000 supports a completely unattended installation of the operating system.
In a fully scripted operating system installation deployment scenario, the installation of the OS is
managed utilizing this capability as well as a customized Altiris deployment event provided by
the PIM. By editing the unattended installation text file and the event that deploys the operating
system, you can customize the operating system installation to your specifications including
service packs, Support Packs, Microsoft Security updates and more. See “Appendix B” in this
guide for an example of an unattended installation text file.

IMPORTANT: Scripted installations of Windows 2000 require an administrator-level
password stored in plain-text form within the answer file (unattend.txt or other similar file). There
is no way to encrypt this password for scripted installations. For this reason, we recommend that
you protect server administrator passwords in the following ways:

- Ensure that only authorized persons have access to the eXpress share, where the answer files are
located, and ensure that you have a separate user account for accessing the eXpress share than for
the rest of the deployment server.

- Immediately change the Administrator password after server installation using the appropriate
utility from the Microsoft resource kit.

Imaged OS Installation

In order to expedite the deployment process for large-scale cluster deployments, the use of
operating system images can reduce the amount of bandwidth required to transfer OS files and
the length of time taken to land the OS on each cluster node. For the ProLiant DL380 G2
Packaged Cluster, the reference configuration consists of a single DL380 G2 connected to the
Smart Array Cluster Storage. This reference configuration is then captured for use in the
deployment of ProLiant DL380 G2 Packaged Clusters.

1717-0702A-WWEN
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Building and Capturing a Reference
Configuration

Baseline hardware, storage, and Windows OS configurations can be captured using the ProLiant
Essentials Rapid Deployment Pack. The results of capturing a reference configuration are
hardware and storage configuration files and a Windows image. These files are then used in the
deployment event for the Rapid Deployment Pack to completely deploy a ProLiant DL380 G2
Packaged Cluster.

Building the Reference Configuration

To create the reference configuration, do the following tasks:

e Configure the server hardware and internal storage

e Install Windows 2000 Advanced Server, selecting the cluster option during component install
o Install related hot fixes and service packs for the OS

e Configure the Smart Array Cluster Storage

e Deploy the Altiris Client (AClient)

Once these tasks have been completed, the Rapid Deployment Pack provides the tools to capture
the hardware and storage configuration and a Windows OS image. The following steps provide
more detail on the requirements for configuring the reference server and storage in preparation for
capture.

1. Assemble one node and the Smart Array Cluster Storage following the cabling guide included
in the documentation for the ProLiant DL.380 G2 Packaged Cluster.

IMPORTANT: The cluster documentation states that NIC 1 on each server node should be
used for the cluster interconnect (the cluster heartbeat). For capture and deployment using the
Rapid Deployment Pack, you must use NIC 1 for the public network. Failure to cable the NICs in
this way will prevent communication with the deployment server.

2. Use the Rom-Based Setup Utility (RBSU) to configure the system in preparation for
installation of the OS.

Note: Do not use the SmartStart CD to setup your reference node.

3. Install Windows 2000 Advanced Server with the requirements specified in steps 4-7 and any
others specific to your environment.

4. During the Windows portion of setup, the Windows Component Wizard appears. Select
Cluster Service. Installing this component during setup copies the cluster binaries to the
c:\wi nnt\cl ust er directory of the server. These files are necessary later in the deployment
process.

5. Choose the Typical Settings for the network interface cards (NICs) during the installation.
Maintaining the default network configuration is important to the deployment process as
changing them will prevent a successful installation of the cluster.

IMPORTANT: Do not elect to join a domain at this time.
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6. After Windows 2000 Advanced Server has been installed, install the latest Windows 2000
service pack and security updates.

7. Install the latest Windows 2000 Support Packs.

8. Create logical drives in the Smart Array Cluster Storage enclosure using the Array
Configuration Utility (ACU).

Note: When creating logical drives, Microsoft recommends that the cluster Quorum disk drive
be at least S00MB in size. Refer to Microsoft Knowledge Base Article Q280345 for more
information.

IMPORTANT: Do not create Windows partitions on the shared storage at this time.

9. Deploy the Altiris Client to the reference server.

Deploying the Altiris Client

The final step in setting up the reference server is to deploy the Altiris Client (AClient). The
AClient is the client software that connects machines to the Altiris eXpress Deployment Server.
The AClient is essential to cluster deployment and allows for capturing the configuration of the
reference server and storage.

The following steps detail how to deploy the Altiris Client to the reference server.

1. From the Altiris eXpress Deployment Server Console, click Tools>Remote Client
Installer. You can also click the corresponding icon on the tool bar.

2. Click Add on the Altiris Remote Client Installer window to add the AClient software to the
deployment server. The Default Logon Credentials window opens. Supply or accept the
default administrator-level username and password for the reference server.

Note: If this is the first time that the Remote Client Installer has been used, complete steps 6-9
next and then return to step 3. These steps establish the default AClient settings used when a
Windows image is deployed and configured. If the Remote Client Installer has already been
configured previously, proceed to step 3.

3. The next window shows the computers that are seen on the network. Select the reference
server and press OK to continue.

4. The Altiris Remote Client Installer window now reflects the addition of the reference
server. Select the reference server in the Altiris Remote Client Installer window and click
Properties.

5. The Individual Logon Credentials window opens. Supply an administrator-level user name
and password for the reference server. Now click the Client Settings button to configure the
AClient properties.

6. The first screen prompts for the destination of the AClient files on the target system, and
whether or not the changing of Security IDs (SIDs) is enabled. Use the default for the AClient
file location and be sure the Enable Changing of Security ID checkbox is checked. Click
Next to continue.

7. In the next window, verify that the Use Altiris SIDgen utility to make SID changes option
is selected and click Next to continue. Using Microsoft Sysprep is also supported for
deployment.
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8. The next screen asks where to install the AClient on the target server. Accept the default and
click Next.

9. Click Finish on the next window to close the Altiris Client Service Wizard.

Note: If this was the first time to configure the Altiris Client, return to step 3 in this section to
continue.

10. Return to the Altiris Remote Client Installer window. Highlight the reference server in the
list and click Install.

11. On the Confirm Selection pop-up, select Install all items and click OK to continue.

12. Once the installation of the client has completed, close the Remote Client Installer window.

Capturing the Reference Configuration

After configuring the reference server and storage, use the ProLiant Essentials Rapid Deployment
Pack to capture this configuration. The ProLiant Integration Module for the Rapid Deployment
Pack includes events to capture the hardware, storage, and Windows image from the reference
configuration. The capture event used here creates three files, each necessary for ProLiant DL380
G2 Packaged Cluster deployment using the Rapid Deployment Pack V1.20:

e Hardware configuration file
e Array configuration file
e Windows OS image

The following steps outline how to capture these files from the reference configuration for use in
deploying ProLiant DL380 G2 Packaged Clusters.

1. In the Altiris eXpress Deployment Server Console, open the folder labeled SmartStart
Toolkit and OS Imaging Events in the Events window.

2. Double-click the Capture Hardware Configuration and Windows Image event in the
SmartStart Toolkit and OS Imaging Events folder. This opens the properties window for
the event.

3. Select Run Script under the Task heading and click Edit.

4. The Script Task Properties window opens. Under the Run this script bullet is the
embedded script to gather the system configuration from the ROM-Based Setup Utility
(RBSU) on the reference and the logical drive configuration from the Smart Array 5i and
Smart Array Cluster Storage controllers.

5. [Ifitis present, delete the entire line starting with set osfil e=... Otherwise, skip this step.

6. The script initially sets the filenames for the hardware configuration file captured from the
RBSU and the array configuration file captured from the array controller(s). Change the
default filenames to names that reflect the server configuration to be captured. For the
purposes of this guide, the filenames are 380G2-H.INI and 380G2-A.INI. The script with the
changes is:

rem Capt ure Hardware Configuration

rem boot wor k unl oad

set hwfile=380&-H IN

set aryfil e=380&2-A. 1N

call f:\deploy\tool s\scripts\getcfg.bat

1717-0702A-WWEN
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The script, getcfg.bat is part of the ProLiant Integration Module and does not require any
changes.

Note: Because this script runs in an MS-DOS environment, the 8.3 standard for all filenames
applies. For example, a valid filename would be 712345678.123.

7. Once all of the changes have been made, click OK to close the Script Task Properties
window.

8. In the Event Properties window, select Create Image under the Task heading then click
Edit.

9. The Disk Imaging Task Properties window opens. Change the default image name to
reflect the server to be imaged. For the purposes of the guide, the image is renamed to
380g2.img. The image filename should read:

.\images\ 380g2. i ng

10. After the image name is set, click OK to close the Disk Imaging Task Properties window,
then click OK to close the Event Properties Window.

11. Drag-and-drop the Capture Hardware Configuration and Windows Image event in the
Events pane onto the reference server listed in the Computers pane.

12. The next screen shows the Schedule Computers for Event window. The default is to run the
event immediately. Accept the default and click OK to run the event.

At this point, the reference server reboots to capture the Windows image, hardware, and array
information.

Note: If the reference server has never gone through a PXE boot, a message may appear on the
reference server when it is rebooted to execute the script. This message refers to the lack of a
PXE boot stamp. Simply click OK to allow the reference server to reboot; the PXE boot stamp
will be applied once the script is executed.

1717-0702A-WWEN
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Preparing the Deployment Environment

A properly configured deployment infrastructure includes the correct directory structure and file
location on the deployment server.

Directories and File Locations

For deploying ProLiant DL380 G2 Packaged Clusters, at least four directories must be added to
the existing directory structure. Do the following to complete the directory structure configuration
needed for deploying clusters with the Rapid Deployment Pack V1.20.

1. On the deployment server, browse to ¢:\Program Files\Altiris\eXpress\Deployment Server.
Create a subdirectory under the deploy directory called clusters.

2. Under the clusters directory, create the subdirectories common and a directory named for
each cluster to be deployed. For this guide, a cluster folder called MYCLUSI1 has been
placed under the clusters directory.

3. Under the common directory, create the subdirectories scripts and tools.

4. Download the SoftPaq and place all of the script files in the .\clusters\common\scripts\
directory. Place the executables from the SoftPaq in the .\clusters\common\tools\ directory.

Note: For each cluster being deployed, a separate directory must exist under clusters with the
same name as the that intended for the cluster.
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The scripts called by the Rapid Deployment Pack event to be created later require that all
configuration files, OS images, and tools be located in the directories indicated in Figure 2. Each
of the files listed here are used in the deployment process.

=] Altiris
E|_| EXpress
El;E] Deployment Server
=] deplay
-] ods
=] clusters
=1-_] common
[F]add.bat
cleanup.l:uat
depclus.bat
depsp.l:nat
depstrg.l:uat
plZcIus.I:uat
setpers.bat
=] tools
Ecpqdepev.exe
Ecpqwait.exe
Ediskpart.exe

= MyCLust®
CLUSTMI Exk »+

=] tools
-] scripts
=] ssst

Figure 2. Directory structure for cluster deployment with the Rapid Deployment Pack V1.20

Note: Items marked with a * must follow DOS 8.3 naming conventions.

Items marked with a + are only required for scripted Windows installations.

In the deploy directory on the deployment server, the cds, configs, and tools directories are created
and populated during the install of Rapid Deployment Pack V1.20.

The following list describes each deployment specific directory and its contents:

e cds — This directory contains the installation CDs for the operating systems when an
unattended OS deployment is used. It also contains the Support Packs from HP.

o clusters — The clusters directory created specifically for deploying ProLiant Clusters contains
a common directory for cluster-specific scripts and tools provided in SoftPaq SP21872.EXE.
The cluster name directory, here called MYCLUSI, contains the unattended installation text
files required for each node in a scripted OS installation and the shared storage configuration
file required regardless of deployment type.
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e configs — This directory contains the configuration files captured from the reference server.

e tools — This directory has two subdirectories. The first is the scripts directory, which holds
all of the scripts used by the ProLiant Integration Module. The second subdirectory is the ssst
directory, which holds all of the SmartStart Scripting Toolkit tools.

Configuration Files

Computer Import File

Altiris eXpress Deployment Server provides a mechanism to import computers into its database
before they have been recognized on the network. Using a pre-built import file, cluster nodes can be
imported into the system and assigned events before they are ever turned on. From the perspective of
remote deployment, this feature eases the deployment process.

Use this mechanism to import each cluster node into the Altiris computer database in order to deploy
a ProLiant DL380 G2 Packaged Cluster using the Rapid Deployment Pack. Please refer to “Appendix
B” for the format of the import file to use to import each node.

Note: A template for use in importing DL380 G2 cluster nodes, called nodeimport.txt, is also
available in the SoftPaq distribution and the Rapid Deployment Pack V1.20 CD.

The computer import file must contain the following for each node imported into the database:
e Node name
e Serial number
e Logon domain for the cluster
e  Cluster name to which each node will belong
e Default IP address for NIC2
e Default gateway for NIC2

The template supplies a private IP address and default gateway for the second NIC in each node.
These values are specified in the import file to avoid disabling the NICs if they are connected via a
crossover cable and use DHCP. Determine the values of the other node properties listed here and have
them available for use in the next section. If you wish to specify a static IP address for NIC1 in your
cluster nodes do so in the import file following the template on the deployment server.

Creating the Computer Import File
1. Make a copy of the sample import file, nodeimport.txt and place it on the deployment server.
2. Open this copy and edit the appropriate fields with the information for your cluster.

3. All other fields specified in the template but not listed in this section are optional. If electing not
to supply these fields during import, delete the default field data, leaving all trailing commas.

After creating the deployment event, please refer to the section “Importing Nodes and Deploying the
Cluster” in this guide for the steps to use this import file to import the cluster nodes.

Shared Storage Configuration File

For a cluster, configuration of the shared storage can only occur after the hardware and operating
system have been deployed to at least one node. The hardware and storage configuration capture
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process captures both the internal and the external storage array information of a reference server. To
satisfy the requirements for cluster deployment, a separate file containing the shared storage array
information must be created.

Creating the Shared Storage Configuration File

The capture process completed in “Capturing the Reference Configuration” will have created an array
configuration file with the internal and external array configurations. Because of cluster deployment
requirements (discussed in “ProLiant DL380 G2 Packaged Cluster Deployment” in this guide) the
internal array must be configured first. Then after configuring the server, the Smart Array Cluster
Storage can be configured. Two separate array configuration files are necessary to accomplish this.

1. Make a copy of the captured array configuration file in the configs directory on the deployment
server. In this guide, this file is called 380G2-A.INI.

2. Rename the copied file to indicate its use as for the shared storage. This guide uses SHARED.INI
as the name of the shared storage configuration file.

3. Open the original array file (here called 380G2-A.INI), and remove everything in the section
starting with:

;Controller specifications
;Smart Array Custer Storage Ext 1 Connected to

Be sure to only remove the information pertaining to the external storage.
4. Save and close the internal array configuration file (380G2-4.INI).

5. Open the shared storage array configuration file (here called SHARED.INI), and remove
everything following the section starting with:

;Controller specifications
;Controller Conpaq Smart Array 5i

Be sure to only remove the information pertaining to the internal storage.
6. Save and close the external array configuration file (380G2-A.INI).

7. Now move this file from the configs directory and place it in the cluster directory in clusters on
the deployment server. This directory is called MYCLUSI in this guide.

Please see “Appendix B” for examples of the internal and shared storage array configuration files.

Unattended Text File for Scripted Windows Installations

If using scripted Windows installations for OS deployment, each node needs its own unattended
installation text file. This file must have the same name as the computer name specified in the import
file with the .#xt file extension. For example, a node in the cluster deployed in this paper is named
CLUSINI. Its corresponding unattended installation file is called CLUSINI.txt. This file must be in
the clusters directory for your cluster on the deployment server.

Note: Unattended installation text files are only for scripted OS deployments.

The configs directory on the Altiris Deployment Server contains a base Windows 2000 unattended
installation text file. The file is divided into sections demarcated by brackets [ ]. Execute the
following steps to customize the unattended installation text files for cluster deployment.

1. Make two copies of this text file and place them in the directory named for the cluster to be
deployed in the clusters directory on the deployment server.
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2. Rename each text file to the node name specified in the import file. In this guide, the files are
called CLUSINI.txt and CLUSINZ2.txt and they reside in the MYCLUSI1 directory.

3. Once these files are in the correct directory, open each and add or update the following sections

listed here. Please update each section noted by [ ] with information specific to your deployment
configuration.

[ Gui Unat t ended]
Adm nPasswor d=*
[Identification]
Donmai nAdm n=*
Domai nAdmi nPasswor d=*
Joi nDomai n=*
[ User Dat a]
Comput er Nanme=*
Ful | Nane=*
O gNanme=*
[ Conponent s]
C ust er=0n

4. Fields marked with an * need to be updated with information specific to your cluster deployment
scenario.

5. SNMP trap destinations and community strings can be set at this time in the unattended
installation text file.
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Creating the Cluster Deployment Events

This section details the steps to create both a Scripted and Imaged OS Deployment Event. Each
subsection represents a task in the event for deploying a ProLiant DL.380 G2 Packaged Cluster. Every
task in the deployment event that calls a Rapid Deployment Pack provided script has an embedded
script. These embedded scripts usually contain variables whose values must be customized for each
cluster deployment. However, the scripts provided with the Rapid Deployment Pack do not require
any changes after being called by these embedded scripts.

Where indicated, make the necessary changes to filenames, paths, and variables and the deployment
event will be ready for use to deploy a cluster.

Note: Each of the scripts described in this section are listed in their entirety in “Appendix B”.

1. In the Altiris eXpress Deployment Server Console , right-click on the white space in the Events
pane shown here in Figure 3. Select New Folder.

2. Change the name of this event folder to Packaged Cluster Deployment Events. This folder will
contain any events to deploy ProLiant DL380 G2 Packaged Clusters.

(=) ProLiant Essentials Rapid Deployment Pack Powered by Altiris e
File Edk ¥iew Operations Tools Help

[@e |@2aay|ea s&xasbm |

|28 Computers |
o[ New Computers
==Y All Cormputers
=1 MYCLUST
CLUSTML

- CLUSIME

Events
[ Initisl Deployment Event
: ﬂ‘ Swstermn Events
. (B} Ovag-n-Drop Events
‘. [E}j Restoration Events

-[E) Microsoft Windows 2000 Scripted Instal Events
@ Packaged Chuster Deplovment Events
-[E8) smartStart Toalkit and OF Imaging Events

[EY SmartStark Toolkit Hardware Corfiguration Events
B System Deployment Events

+| |+ + ||| T S—

Figure 3. Events pane in the Altiris eXpress Server console
3. [Ifusing scripted OS installations during cluster deployment, proceed to the next section,

“Creating the Scripted OS Deployment Event”. If imaged OS installations will be used during
cluster deployment, proceed to “Creating the Imaged OS Deployment Event” in this guide.
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Creating the Scripted OS Deployment Event

1. Inthe Altiris eXpress Deployment Server Console, expand the events folder named Microsoft
Windows 2000 Scripted Install Events.

2. Right-click on ProLiant ML/DL Scripted Install for Microsoft Windows 2000 event and
select Copy.

3. Right-click on the Packaged Cluster Deployment Events folder and select Paste.

4. In the Packaged Cluster Deployment Events folder, right-click on ProLiant ML/DL Scripted
Install for Microsoft Windows 2000 event and select Rename. For this guide, the event is
named Scripted OS Packaged Cluster Deployment.

Deploying the Hardware Configuration

1. Double-click on the Scripted OS Packaged Cluster Deployment Event to open the Event
Properties window shown here in Figure 4.

Event Properties E 1 ﬁl

[ anme: Soripbad DS Packaged Cluster Deployment Even

Diezcaiplion: ;l

Condition 5=t |[c’e|adl] ﬂ Dptiare I-l

Task | Detais

Fur Seepl St Hardware Conhiguralion
Shutdawn/A eslail [Fiebant]

Run Scaipt Set Disk Partition
Shugdown ™ estart |Hebont]

Fiun Serpl Irstsll 05

Fiun Scaipt Iretall 05

Figure 4. Event Properties window

2. This window shows all the tasks in this event. Click on the first task, Run Seript and select Edit.
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3. This opens the Script Task Properties window shown here in Figure 5.
x|

G Scopls ate executed ramotely by the Allis chents, Meke s the sciph i 281 up fer
= thalsrwitonmenl

" Run the script franm fik:

Filername: | & e |

Dlescnptice:  Dhepdoy Hardwaee Conhguration

¢ Run thi gesipt:

rem Deploy Hadvars Contigursbon ;l Impot... |

i boolwak uriload
tan deplagpmeant stalt
et brawfile=280G2H_ NI
et arpfile=230G2A4 1N

call Fhvdeplophlonlshscoplsheetcl bat ;l
Ew=eule ||"||.-:|:|'pl:wh'l: i RAur
& DOS [from Bootwosks] Window: | =l

™ afindows B g
[iT3 | Carcel | Help |

Figure 5. Set hardware configuration Script Task Properties window

4. Under the Run this script bullet is the embedded script to deploy the system configuration to the
RBSU and the logical drive configuration to the Smart Array 5i array controller on the cluster
node. In this script, change the default values for hwrfile and aryfile to the names of the hardware
and internal storage configuration files for your cluster deployment. For this guide, the filenames
are 380G2-H.INI and 380G2-A.INI.

5. [Ifitis present, delete the entire line starting with set osfil e=... The script with changes is:

rem Depl oy Hardware Configuration

rem boot wor k unl oad

rem depl oynment start

set hwfile=380&2-H.ini

set aryfil e=380&2-A.ini

call f:\deploy\tool s\scripts\setcfg.bat

Please note the call to sefcfg.bat. This script is part of the ProLiant Integration Module and does
not require any changes.

Note: Make sure that the filename specified for the ar yfi | e is the file that contains only the local
drive array configuration.

6. Click OK to close the Script Task Properties window.

Set Disk Partition
The Rapid Deployment Pack comes with a partition file that specifies a 2 GB partition for the boot

drive on a target server. Once the OS is installed to this partition, the partition is expanded to span the
full size of the drive. No changes need to be made to this task.
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Install OS

1.

5.

In the Event Properties window for the Scripted OS Packaged Cluster Deployment Event
click on the next task, Run Script (Install OS) and select Edit.

This opens the Script Task Properties window. Under the Run this script bullet is the embedded
script to specify the unattended installation file for the node being deployed. First, add a variable
called C ust er Nare to specify the name of the cluster being deployed, in this case, MYCLUSL.

Change the value for the variable unat t endf i | e to the following:
.. \clusters\ % ust er Name% %NODENAMVE% t xt

Using the Altiris provided environment variable NODENAME specifies the unattended
installation text file for the node in the cluster directory on the deployment server.

The embedded script should now look similar to this:

remlinstall OS

rem boot wor k unl oad

set ss=ss. 550

set os=w2k

set O ust er Nane=MyCLUS1

set unattendfile=. .\clusters\ % ust er Name% YNODENAVEY t xt
call f:\deploy\tool s\scripts\w2k. bat

Click OK to close the Script Task Properties window.

Install OS (Part 2)

This task calls winnt.exe and supplies the unattended installation file to the application so that it can
install Windows 2000 on each node. No changes need to be made to this task.

Complete the Cluster Deployment Event

Install OS (Part 2) is the last task specific to a scripted OS deployment. Proceed to “Completing the
Cluster Deployment Event” in this guide to complete the Packaged Cluster Deployment Event for a
scripted OS installation.
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Creating the Imaged OS Deployment Event

The process for creating an imaged OS deployment event for the ProLiant DL380 G2 Packaged
Cluster is nearly identical to that of the Scripted OS Deployment Event but with two significant
differences. In the imaged OS deployment, the hardware configuration and OS image captured
previously is used to deploy new clusters. Additionally, there is no need for an unattended installation
file.

1. Inthe Altiris eXpress Deployment Server Console , expand the events folder named SmartStart
Toolkit and OS Imaging Events.

2. Right-click on Deploy Hardware Configuration and Windows Image and select Copy.

3. Right-click on the Packaged Cluster Deployment Events folder and select Paste. This adds a
new event to the Packaged Cluster Deployment Events folder named Deploy Hardware
Configuration and Windows Image.

4. The next step is to rename the event. Right-click on Deploy Hardware Configuration and
Windows Image and select Rename. For this guide, the event is named Imaged OS Packaged
Cluster Deployment.

Deploying the Hardware Configuration

1. In the Altiris eXpress Deployment Server Console, double-click on the Imaged OS Packaged
Cluster Deployment Event to open the Event Properties window.

2. This window shows the tasks in this event. Click on the first task, Run Script and select Edit.

3. This opens the Script Task Properties window. Under the Run this script bullet is the script
that will be run to deploy the system configuration to the RBSU and the logical drive
configuration to the Smart Array 5i array controller. Change the default filenames for the Awrfile
and aryname variables to the names of the files specified during the capture of the reference
configuration. For this guide, the filenames are changed to 380G2-H.INI and 380G2-A.INI.

4. [Ifitis present, delete the entire line starting with set osfil e=... The script with changes is:

rem Depl oy Hardware Configuration

rem boot wor k unl oad

rem depl oynment start

set hwfile=380&2-H.ini

set aryfil e=380&2-A.ini

call f:\deploy\tool s\scripts\setcfg.bat

Please note the call to sefcfg.bat. This script is part of the ProLiant Integration Module and does
not require any changes.

Note: Make sure that the filename specified as the ar yfi | e is the file that contains on/y the local
drive array configuration.

5. Click OK to close the Script Task Properties window.

Deploying the OS Image

1. Inthe Event Properties window for the Imaged OS Packaged Cluster Deployment Event,
highlight Deploy Image under the Task heading then click Edit.
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2. Change the default filename for the Windows image. The image specified must be a valid
Windows 2000 Advanced Server image for the target server. The image used for this guide is
named 380g2.img.

Disk Imaging Task Properties E: - i

Disk Image Source
w'hich disk mage shoikd e e

I Lz image e
Choose i aplion b0 e an image fil: #lored on a nebeork semer of locall

Fileriame: | \imeges! 33052 1MG 2I
™ Local image store

™ Use a computer on the reterork, [Lse the browss bullon | _
Choose i apticn fo e a computer on fhe nebsork o3 the souncs imnage

Frienmes. | il Advarced .

¥ Ausomatically pedom configuiation 1ask afler complsing this imaging bk,

[ ox | Cancel | Hela

Figure 6. Disk Imaging Task window

It is also possible to browse to the location of the image file by clicking on the “folder” button to
the right of the Filename: field.

3. Make sure that the Automatically perform configuration task after completing this imaging
task checkbox is checked. By checking this box, Altiris will automatically change the Security
Identifier (SID) on each server that uses this image, allowing each server to join a domain, a
requirement for Microsoft cluster services.

4. Select OK to close the Image Properties window.
Complete the Cluster Deployment Event

The Deploy OS Image task is the last task specific to an imaged OS deployment event. Proceed to
“Completing the Cluster Deployment Event” in this guide to complete the Packaged Cluster
Deployment Event for an imaged OS installation.
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Completing the Cluster Deployment Event

From this point on, regardless of the OS installation method used, all of the remaining tasks need to
be added to the deployment event.

Copying Files

1. Inthe Packaged Cluster Deployment Event folder, double-click the Scripted or Imaged OS
Packaged Cluster Deployment Event. This will open the Event Properties window for that
event.

2. Click Add.. = Copy File to.. to add another task to this event.
3. The Send Files to Computers window opens. Choose the Copy Directory option.

X

= E Enter the name af the source file or directary to copy ta the
rernote cormputer[z].

" Copy File

Source path:
I."-.depIu:u_l,l'\u:lusters'm:u:ummu:un'xtu:u:uls ﬂ

[T Copy subdirectonies Advanced |

Destination path:

In::"«temp'xt-:n:-ls

] Cancel | Help

Figure 7. Send Files to Computers window
4. Click on the folder icon to the right of the Source Path field. Browse to the following location on
the deployment server:
.\NAl'tiris\eXpress\Depl oynent Server\depl oy\cl usters\common\tools
5. Inthe Destination Path field enter:
C\tenp\tools

This will copy the tools cpgwait.exe, cpgdepev.exe, and diskpart.exe to a temporary directory on
the cluster node. These tools are used during the deployment process and will be deleted at the
completion of the cluster deployment.

IMPORTANT: Diskpart.exe is a Microsoft Resource Kit tool. This tool can be found at Microsoft’s
Download Center. Connect to http://www.microsoft.com/downloads/ and search for diskpart.exe for
Windows 2000 or follow this link:

http://www.microsoft.com/downloads/release.asp?releaseid=31167.

Please download this tool and place it in the directory specified in step 4 on the Deployment Server.
Verify that the version downloaded is for Windows 2000.
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6. Click OK to close the Send Files to Computers window.

Setting Persistent Variables - setpers.bat

1. Inthe Event Properties window for the Scripted or Imaged OS Packaged Cluster
Deployment Event, click Add.. and select Run Script.. from the menu to add another task to
this event.

2. This opens the Script Task Properties window. Several variables are required in the embedded
script run by this task. Each variable’s name and value is described here. Determine the values for
each of these variables for your deployment environment then proceed to Step 3 in this section.

e AXSERVER: Altiris eXpress Server name. This variable does not need to be changed, as the
Altiris environment variable %DSSERVER% will supply it to the called script, setpers.bat.

e CLUSNAME: Name of the cluster, which must also be the name of the cluster folder on the
Altiris eXpress Server.

e CLUSIPAD: This variable is for the IP address for the cluster.

e CLUSIPNM: This is the IP net mask for the cluster IP address.

e ADMINACC: This must be a domain-level administrator account.

e  PASSWORD: This must be the password for the domain-level administrator account.

e CLUSDOMAIN: Set the value of this variable to the domain of which the nodes and the
cluster will be members.

e  LOGONCNT: The number of times for the system to automatically login throughout the
deployment process. Set this number to four (4) for deploying the ProLiant DL380 G2
Packaged Cluster.

IMPORTANT: This embedded script requires a domain administrator-level password. After the
deployment process has completed, keep this event in a secure place, or remove the password from
this script until necessary. Additionally, while this domain administrator-level password is set as an
environment variable on each cluster node, a final cleanup task is a part of the complete Packaged
Cluster Deployment event and will remove this value from each node’s environment.

3. Inthe Run this script section, enter in the following embedded script, updating all variables to
values specific to your environment. The script should look similar to this:

@cho off

rem Set Persistent Variables
set AXSERVER=%DSSERVERY%

set CLUSNAME=MYCLUS1

set CLUSI PAD=140.110. 225. 10
set CLUSI PNM=255. 255. 0.0

set ADM NACC=Adni ni st rat or
set PASSWORD=password

set CLUSDOVAI N=al tiris

set LOGONCNT=4
c:\tenp\tools\cpgwait -t 30
cal |l \\ %AXSERVER% expr ess\ depl oy\ cl ust er s\ common\ scri pt s\ set pers. bat

This script calls setpers.bat. Setpers.bat updates the environment variables of the cluster node to
accomplish several tasks such as automatic logon, setting the domain name and tool paths, and
other tasks. Please refer to “Appendix B” for a full list of the environment variables updated with
this script. Setpers.bat is provided with the SoftPaq and does not need to be changed.

1717-0702A-WWEN



Rapid Deployment Guide for the ProLiant DL380 G2 Packaged Cluster Using the Rapid Deployment Pack V1.20 25

4. In the section Execute the script while in..., select Windows.

5. The script needs a domain level account to execute. Provide the appropriate user account
information by clicking User button in the Script Task Properties window and filling in the
fields as necessary.

6. Figure 8 shows the Script Task Properties window for this task after completing the embedded
script. Click OK to close the Script Task Properties window.

Script Task Properties g x|

7 Sciple ae execubad iemobzl by the Az clierte. Make sure the senpd i o5l up fo
=1 thatervrocnment.

" Aun the scopt from fie

Fileriame: | ﬂ Edll |

Drescaiplion:  Set Persisient Wanable:

% Run lhiz genpl:

st ADMINACL =4 dminishiator o] | Imped.. |

st PAS SWORD=passwaid
et CLLS DDAl M=t

set LOGOMCHT =4
cWemp ool vepoesait -+ Z
cal WhELRS ERVE AR enpessudeplayclusiershcommaniascrplsisslip
— Execile Ihe scaipl whilein——— —FRun
" DOS (from Bookwiorks) window | Minimzed I |

T \elindawss Az adkmiriziratos Lz
ok | cence | Hep |

Figure 8. Script Task Properties window for the persistent variables task

7. In the Event Properties window for the Scripted or Imaged OS Packaged Cluster
Deployment Event, click Add.. and select Shutdown/Restart from the menu. This task will
reboot the node so that the environment variables can be loaded into memory for use during
deployment

8. This opens the Client Reboot Options window. Select Reboot.
9. Click OK to close the Client Reboot Options window.

Initializing the State Machine — p12clus.bat

During deployment, only one cluster node can configure the shared storage for use in the cluster. All
other nodes must wait until the storage has been configured and the cluster has been formed before
joining the cluster. To begin Phase 2 of the deployment process, p12clus.bat designates one of the
nodes as the primary node and the other as secondary.

1. Inthe Event Properties window for the Scripted or Imaged OS Packaged Cluster
Deployment Event, click Add.. Select Run Script.. from the menu to add another task to the
event.
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2. This opens the Script Task Properties window. In the Run this script section, enter in the
following embedded script.

remlnitialize State Machine
c:\tenp\tools\cpgwait -t 30
call %cri pt Pat h% pl2cl us. bat

3. In the section Execute the script while in..., select Windows.

4. The script needs a domain level account to execute. Provide the appropriate user account
information by clicking User button in the Script Task Properties window and filling in the
fields as necessary.

5. Click OK to close the Script Task Properties window.

Deploying the Shared Storage Configuration— depstrg.bat

The next task in the deployment event configures the shared storage. Because the storage component
must be run in DOS each node will reboot to run this task. Both nodes run this script, but because
only one node needs to configure the shared storage, the secondary node, determined in pI2clus.bat,
will wait inside a loop in the depstrg.bat script until the primary node has completed the formation of
the cluster. Then, the secondary node will join the cluster formed by the primary node.

1. Inthe Event Properties window for the Scripted or Imaged OS Packaged Cluster
Deployment Event, click Add.. and select Run Script.. from the menu to add another task to
this event.

2. This opens the Script Task Properties window. Three variables are required in the embedded
script run by this task. Each variable’s name and value is described here.

e SVRNAME: This is the name of the cluster node the script is currently running on. This
variable does not need to be changed as the Altiris environment variable ¥NODENAVEY%will
supply it to the called script, depstrg.bat.

e CLUSNAME: This is the name of the cluster being deployed, which must also be the name
of the cluster folder on the Altiris eXpress Server.

e ARYNAME: This is the name of the external storage array configuration file. It should be a
file of type .ini.

Determine the values for each of these variables for your deployment environment.

3. In the Run this script section, enter in the following embedded script, updating all variables to
values specific to your environment. The script should look similar to this:

rem Depl oy Shared Storage Configuration

rem boot wor k unl oad

SET SVRNAME=%NODENAMEY

SET CLUSNAME=MYCLUS1

SET ARYNAME=SHARED. | NI

call f:\deploy\clusters\comon\scripts\depstrg. bat

This script calls depstrg.bat. Depstrg.bat deploys the storage array configuration to the Smart
Array Cluster Storage box using the information contained in the array file, here called
SHARED.INI. Please refer to “Appendix B” for this script. Depstrg.bat is provided by the SoftPaq
and does not need to be changed.

4. In the section Execute the script while in..., make sure DOS (from BootWorks) is selected.
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S.

Figure 9 shows the Script Task Properties window for this task after completing the embedded
script. Click OK to close the Script Task Properties window.

Script Task Properties 8 x|
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Figure 9. Script Task Properties window for deploying the shared storage

Deploying the Shared Partitions — depsp.bat

In order to continue to manage the state of each node during deployment, p12clus.bat is called again.
When it runs, it will configure the Windows partitions on the shared storage using another script,
depsp.bat. Please refer to “Appendix B” for this script. Depsp.bat is provided with the SoftPaq and
does not need to be changed.

1.

In the Event Properties window for the Scripted or Imaged OS Packaged Cluster
Deployment Event, click Add.. and select Run Script.. from the menu to add another task to
this event.

This opens the Script Task Properties window. In the Run this script section, enter in the
following embedded script:

rem Depl oy Shared Partitions
c:\tenp\tools\cpgwait -t 30
call %scri pt Pat h% pl2cl us. bat

In the section Execute the script while in..., select Windows.

The script needs a domain level account to execute. Provide the appropriate user account
information by clicking User button in the Script Task Properties window and filling in the
fields as necessary.

Click OK to close the Script Task Properties window.

In the Event Properties window for the Scripted or Imaged OS Packaged Cluster
Deployment Event, click Add.. and select Shutdown/Restart from the menu. This ensures that
disk signatures for the new partitions can be successfully read by both nodes by rebooting during
deployment.

This opens the Client Reboot Options window. Select Reboot.
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8.

Click OK to close the Client Reboot Options window.

Deploying the Cluster — depclus.bat

Once the partitions have been set on the shared storage, a cluster can be formed. The primary node
will reach this task first and run depclus.bat to form the cluster. Once the primary node has completed
the formation of the cluster, the secondary node will be released from its waiting stage in depstrg.bat.
The secondary node will then join the cluster when it executes depclus.bat. Please refer to “Appendix
B” for this script. Depclus.bat is provided with the SoftPaq and does not need to be changed.

1.

S.

In the Event Properties window for the Scripted or Imaged OS Packaged Cluster
Deployment Event, click Add.. and select Run Script.. from the menu to add another task to
this event.

This opens the Script Task Properties window. In the Run this script section, enter in the
following embedded script:

rem Depl oy the C uster

c:\tenp\tools\cpgwait -t 30

cal |l %scri pt Pat h% depcl us. bat
In the section Execute the script while in..., select Windows.

The script needs a domain level account to execute. Provide the appropriate user account
information by clicking User button in the Script Task Properties window and filling in the
fields as necessary.

Click OK to close the Script Task Properties window.

Cleaning Up - cleanup.bat

This task will remove all deployment related files from the cluster nodes and deletes the environment
variables added by setpers.bat. Please refer to “Appendix B” for this script. Cleanup.bat is provided
with the SoftPaq and does not need to be changed.

1.

In the Event Properties window, click Add.. and select Run Script.. from the menu to add
another task to this event.

This opens the Script Task Properties window. In the Run this script section, enter in the
following embedded script.

rem C eanup Tasks
call 9%cri pt Pat h% cl eanup. bat

In the section Execute the script while in..., select Windows.

Click OK to close the Script Task Properties window.
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Importing Nodes and Deploying the Cluster

The deployment event is now complete and ready to be deployed to computers intended for the
cluster. At this time, import the computers using the import file discussed in the “Computer Import
File” section of this guide.

1. Open the Altiris eXpress Deployment Server console.

2. Click File> Import/Export-> Import Computers.. and specify the import file created in the
“Computer Import File” section of this guide. This will update the Altiris database with the
information for the computers to be used as cluster nodes.

3. Click OK on the confirmation window.

4. If an event was specified for any node in the import file, that event will be placed in the run queue
for that computer, and will execute at the time specified in the import file.

5. Ifno event was specified in the import file and you would like to deploy the cluster now or
schedule it for the future, do so now.

6. Select the Scripted or Imaged OS Packaged Cluster Deployment Event from the Events pane
on the Altiris eXpress Server console and drag it on to the cluster group. This group is called
MYCLUSI in this guide.

7. The Schedule Computers for Event window opens. The default is to run the event immediately.
Accept the default or specify a time to run this event. Click OK close the window.

8. The cluster nodes must be completely cabled and all physical drives must be in place in the nodes
and the shared storage. Do so by following the cabling guide included in the ProLiant DL380 G2
Packaged Cluster.

IMPORTANT: The cabling guide included with the cluster documentation states that NIC 1 on
each server node should be used for the cluster interconnect (the cluster heartbeat). For deployment
using the Rapid Deployment Pack, you must connect the cluster interconnect using NIC2 on each
node and use NICI for the public network. Failure to cable the NICs in this way will prevent
communication with the deployment server.

9. At this point, power on each of the cluster nodes to be deployed.

Once this event has completed on both nodes, a ProLiant DL380 G2 Packaged Cluster will be
available for use in a production environment.
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Additional Notes

Included with the 1.20 distribution of the Rapid Deployment Pack are two complete packaged cluster
deployment events, Imaged OS Packaged Cluster Deployment Template and Scripted OS Packaged
Cluster Deployment Template. The event file called PKGDDeploymentEvents.bin can be imported in
the Altiris eXpress Deployment console. These completed sample events can be used as a template
when creating your own deployment events for the ProLiant DL380 G2 Packaged Cluster.

Execute the following steps to import these events into the Altiris eXpress Deployment Server:

1.
2.
3.

Open the Altiris eXpress Deployment Server console.
Right-click in the Events pane. Select Import... from the menu.

The Import Event window opens. Check the box Import to Event Folder and enter Packaged
Cluster Deployment Event Templates in the field next to it.

Click on the Browse button in the Import Event window. Browse to the file
PKGDDeploymentEvents.bin. This file can be found in the SoftPaq for use with this guide.

Click OK to close the Import Event window.

A folder called Packaged Cluster Deployment Event Templates will now be in the Events
pane of the Altiris eXpress Deployment Server console.
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Summary

This guide has explained the steps needed to deploy a ProLiant DL380 G2 Packaged Cluster using the
ProLiant Essentials Rapid Deployment Pack for Windows 2000 Advanced Server.

You should now have a complete Packaged Cluster Deployment Event ready and available to deploy
packaged clusters with a simple drag-and-drop onto computers in the Altiris database or computers on
the network waiting to be imported into the database. This deployment event will deploy a hardware
configuration, a Windows 2000 operating system (or image), configure the Smart Array Cluster
Storage enclosure, and deploy the Microsoft Cluster Service on each node.

Additional Information

HP offers a complete choice of services to ensure the success of your ProLiant server deployment
program. From professional consultative services to responsive telephone support services, the
expertise of HP Global Services is available to support the implementation and operation of your
ProLiant Essentials Rapid Deployment Pack infrastructure.

Deployment Services

There are several Deployment Services available to assist with analyzing, building, deploying, and
maintaining operating system and application infrastructures.

e Assessment Services provide the first step in effective planning, deploying, and maintaining
standardized operating systems and application infrastructures on a best practice foundation.

e Planning and Design Services provide the expertise and resources required to define
blueprints for building custom, automated deployment architectures.

¢ Implementation Services enable businesses to optimize resources while minimizing the time
needed to cost-effectively deploy and maintain server platforms.

o Standard Build Frameworks provide packaged server platform builds that eliminate hours of
research, scripting and testing platform builds for standardized, best practice deployment of
operating systems and applications.

Deployment Server Installation and Start-up CarePaq Service

HP professionals will jumpstart your deployment infrastructure by installing your Rapid Deployment
Pack software on a ProLiant ML, DL or BL Server. In addition, they will deploy your first server and
provide an onsite orientation regarding the use the Rapid Deployment Pack.

Software Technical Support CarePaq Services

Technical Support CarePaq services provide easy access to experts for post-warranty questions
regarding use of the Rapid Deployment Pack. CarePaq services are available in easy to purchase and
convenient to use 5, 10, and 25 incident packages with one to two hour response times.

Online Resources

For information about the ProLiant D380 Packaged Cluster, refer to:

www.hp.com/servers/proliant/highavailability
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Information about the ProLiant Essentials Rapid Deployment Pack can be found at:

www.compag.com/manage/rapiddeploy

At this web site, the following documentation is available:

e For information about the sever deployment process, refer to the ProLiant Integration
Module for Altiris eXpress User Guide.

¢ For information about maximizing the use of the ProLiant Integration Module for Altiris
eXpress for your individual environment, refer to Implementing a Deployment Infrastructure.

e For a list of servers that support PXE booting and at what level they support PXE, refer to
Rapid Deployment Pack Support Matrix.

For specific help with the Altiris eXpress Deployment Server, refer to:

www.altiris.com
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Appendix A — Troubleshooting

This Appendix hopes to provide solutions to common problems or issues that could arise during
deployment of the ProLiant DL380 G2 Packaged Cluster using the Rapid Deployment Pack V1.20.

Table 10. Troubleshooting Deployment of ProLiant DL380 G2 Packaged Clusters

Problem Cause/Solution

Node waits indefinitely at PXE The PXE Configuration default setting is to wait indefinitely. Set the PXE
Boot for instruction from the Configuration to execute immediately or use default time out.
deployment server during initial

deployment.

Clustering information is not sent  Scripted installs of the Management agents cannot activate the clustering

to Insight Manager 7. information agent because no cluster is installed at the time they are. Make the
clustering information agent active in the Compaq Management Agents control
panel.

Cluster nodes cannot PXE boot.  PXE is only enabled by default on NIC1 for DL380 G2 servers. Ensure that NIC2 in
each node is cabled as the heartbeat/cluster interconnect and NIC1 in each node is
cabled as the public network (visible to the deployment server).

Not correctly including the Refer to the Microsoft Support Website

Windows 2000 Service Pack 2 http://msdn.microsoft.com/library/default.asp?url=/library/en-

update in the Windows 2000 us/dnw2kmagO01/html/custominstall.asp for information on correctly slipstreaming
Distribution. your w2k\i386 directory with a Service Pack.

The task starts, but the script Scripts need sufficient user rights to execute on the cluster nodes. Ensure that the
never gets executed. correct domain administrator level account is specified in the Script Task Properties

window of each task to be run in Windows.

The exact reason for the failure of The only error code displayed by Altiris is a number specific to the deployment

the deployment event cannotbe  server. To see exactly which segment of a task failed to complete during the event,

determined. open the Status Detail window by clicking the button on the Event Schedule
Properties window on the Altiris eXpress Deployment Server console of the event
running on the node where the failure occurred.

Nodes cannot access the There is a password required to access the deployment server eXpress share point.
eXpress share on the deployment This password is entered into the Boot Disk Creator screen during configuration of
server. boot disks or PXE images. The password is saved in encrypted form within the boot

image configuration as a .PWL file. Verify that this password is correct.

During deployment, the node Change the AClient properties to reflect that you do not want to be prompted for a
continually prompts that a PXE BootWorks floppy.
Boot Stamp has not been found.

Attempting cluster deployment If a previous deployment fails before completion, state files are left on the
after a failed attempt does not deployment server that could disrupt the deployment process if attempted again
create the shared storage. from the beginning. On the deployment server in the folder

\DeploymentServeneXpress\deploy\clusters\ClusterName, delete any files with the
following extensions prior to attempting deployment again: .s0, .s7, .s2, .ext.
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Computers are not added to the
Altiris database in the computer

group specified in the import file.

Verify that the computer import file being used follows the format specified in
“Appendix B” of this paper. If using the computer import file included with the 1.20
release of the Rapid Deployment Pack, update your file according to the
nodeimport.txt file included with this release.

Deployment fails during the
imaging task.

Ensure that there is no existing configuration on the shared storage before
beginning deployment.

It is unclear as to what
information can be specified in
the computer import file.

As an alternative method to using the import file to import computers, manually
specify information in the New Computer Accounts window. Open this dialog in
the Deployment Server by going to File > New = Computer and clicking the Add
button. However, in order to use this method for cluster deployment, you must add
the new computers to a group named for the cluster to be created. See the section
“Directories and File Locations” in this paper for more information.
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Appendix B — Sample Configuration Files and
Scripts

Configuration Files

Internal Storage Array File - 380G2-A.INI

Action = Configure
Met hod = Custom

;Control l er specifications
;Controller Conpaq Smart Array 5i

Controller = Slot 0
ReadCache = 100
WiteCache =0

Rebui l dPriority = Low
ExpandPriority = Low
;Array specifications

Array = A
Drive =2:0,2:1
Onl i neSpar e = No

; Unused Space renmining 7

;Drive Specifications
Logi cal Drive =1
RAI D =1
Si ze = 8670

; Blocks Per dr =17756160, O fset =0
; Blocks = 17756160

Sectors = 32

StripeSize 128

ArrayAccel er at or Enabl ed

Shared Storage Array File - SHARED.INI

Acti on
Met hod

Configure
Cust om

;Control l er specifications
;Smart Array Custer Storage Ext 1 Connected to
;Controll er Conpaq Smart Array 5i

Control |l er = Slot O
ReadCache = 50
WiteCache = 50
Rebuil dPriority = Low
ExpandPriority = Low
;Array specifications

Array = A
Drive =1:0,1:1
Onl i neSpar e = No

; Unused Space remaining 7

;Drive Specifications

Logi cal Drive =1
RAI D =1
Si ze = 498

; Bl ocks Per dr =1020000, O fset =0
; Blocks = 1020000

Sectors 32
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StripeSi ze = 128
ArrayAccel erator = Enabl ed
;Drive Specifications

Logi cal Drive =2

RAI D =1

Si ze = 8175

; Bl ocks Per dr =16744320, O fset =1020000
; Bl ocks = 16744320

Sectors = 32

StripeSize = 128

ArrayAccel erator = Enabl ed

;Array specifications

Array =B

Drive =1:2,1:3,1:4,1:5
Onl i neSpar e = No

; Unused Space remaining 7

;Drive Specifications

Logi cal Dri ve =3
RAI D = ADG 2
Si ze = 17351

; Blocks Per dr =17768416, O fset =0
; Bl ocks = 35536800

Sectors = 32
StripeSi ze = 16
ArrayAccel erator = Enabl ed

Unattended Installation Text file - CLUS1N1.txt
; Base Cluster Node Unattended Install Script for Wndows 2000

[ Dat a]
Aut oPartition=1
MsDosl ni ti at ed="0"
Unat t endedl nst al | =" Yes"

[ Di spl ay]
Aut oConfi rmel
Bi t sPer Pel =16
Conf i gur eAt Logon=0
VRef r esh=60
Xr esol uti on=800
Yr esol uti on=600

[ Qui RunOnce]
"C:\ $oensh\ nt csp\setupc.exe /f /silent /use-first-csp:1989"
"cnd /c rdir /s /q c:\drivers"
"C:\Altiris\aclient\aclient.exe C.\Altiris\aclient\aclient.inp -silent -install"
"C:\Altiris\aclient\aclient.exe C:\Altiris\aclient\aclient.inp -silent -stop"
"C:\ $oent\ cpgreb~1. exe /yes"

[ GQui Unat t ended]
Adm nPasswor d=passwor d
Aut oLogon=Yes
Aut oLogonCount =1
CEMBKi pRegi onal =1
Qentki pvel cone=1
Ti meZone=20

[Identification]
Donai nAdmi n=Adni ni st r at or
Donai nAdmi nPasswor d=passwor d
Joi nDomai n=al tiris

[ Li censeFi | ePri nt Dat a]
Aut oMbde=Per Ser ver
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[ Mass St

[ Net Opt

[ SNVP]

Aut oUser s=999

orageDri vers]

"Adaptec U tral60 Fami |y Manager Set"=0EM

"Conpaq I ntegrated Dual Channel Wde Utra2 SCSI Controller"=0EM
"Conpaq Integrated Wde Utra2 SCSI Controller"=CEM

"Conpaq Drive Array Controll ers"=0EM

"Conpaq Smart Array Controllers"=0EM

"Conpaq Smart Array 53xx Control | er"=0EM

"Conpaq Smart Array 5i Controller/Conmpaq Smart Array 532 Control |l er"=0EM
"Integrated Utra ATA-100 Dual Channel Controller (W ndows 2000)"=CEM
"Integrated Utra ATA-100 I DE RAID Controller (Wndows 2000)"=0EM

"1 DE CD- ROM (ATAPI 1.2)/PCl |DE Controller"=RETAIL

"Synbi os Logic C8100 PCI SCSI Host Adapter"=RETAIL

"Synbi os Logic C896 PCl SCSI Host Adapter"=RETAIL

"Synbi os Logi ¢ C8xx PCl SCSI Host Adapter"=RETAI L

i onal Conponent s]
SNVP=1
WBEMSNWVP=1

Si mpTCP=1

Conmmuni ty_Nane=Publ i c
Traps=Local host

[ Term nal Servi ces]

Appl i cationServer =0
Per m ssi onsSetti ng=0

[ Net wor ki ng]

I nst al | Def aul t Conponent s=Yes

[ CEMBoot Fi | es]

[ Proxy]

ADPUL60M SYS
CPQB2FS2. SYS
CPQARRAY. SYS
CPQARRY2. SYS
CPQCI SSM SYS
MEGAI DE. SYS

TXTSETUP. CEM

Pr oxy_Enabl e=0
Use_Same_Proxy=0

[ Regi onal Setti ngs]

Language=00000409
LanguageG oup=1

[ Unat t ended]

Dri ver Si gni ngPol i cy=I gnore
Ext endCenPartiti on=1

Fi | eSyst en=Convert NTFS
Keyboar dLayout =" US"

Nt Upgr ade=No

Cenfi | esPat h=C:

QenPnPDr i ver sPat h=dri vers\ net;drivers\scsi
CenPrei nstal | =Yes

Qentki pEul a=Yes

OverwriteQenti | esOnUpgr ade=No
Tar get Pat h=\ W NNT

Unat t endMbde=Ful | Unat t ended
W n9xUpgr ade=No

[ User Dat a]
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O gName=HASE

[ Conponent s]
Cl uster=On
TSC i ent s=0n
TSEnabl e=0n
iis_pwrgr=0Cf
iis_inetnmgr=0Cf
i1 s_ww=Cf f
iis _ftp=Of

Scripts

The following lists the embedded scripts and the batch files called by these scripts for use in the
deployment of a ProLiant DL380 G2 Packaged Cluster. They are listed in the order in which they are
called in the complete deployment event used by Altiris eXpress Deployment Server. For the sake of
organization, the task type is the header for each section, followed by the embedded script and then
the batch file called, if applicable.

Set persistent variables — setpers.bat

@cho off

rem Set Persistent Variables
set AXSERVER=%0OSSERVER%

set CLUSNAME=MYCLUS1

set CLUSI PAD=140. 110. 225. 10
set CLUSI PNM=255. 255. 0.0

set ADM NACC=Admi ni strator
set PASSWORD=passwor d

set CLUSDOMVAI N=al tiris
c:\tenp\tools\cpgwait -t 30
cal |l \\ %AXSERVER% expr ess\ depl oy\ cl ust er s\ comon\ scri pt s\ set pers. bat

@cho off

SETPERS. BAT - This script sets persistent environnent variables
for the Wndows phase of the depl oynent process.

Requi red Vari abl es:
NOTE: String variables should be all UPPERCASE to avoid
string conparison failures (DOS linitation).

YCLUSNAMVE% Defines the name that will be assigned to
the cluster being created.

Y%CLUSI PAD% Defines the I P address that will be assigned
to the cluster.

%CLUSI PNM%6  Defines the net mask of the ip address
assigned to the cluster.

%ADM NACC% Specfies the adm nistrator |evel account to be
used for the depl oyment process.

YPASSWORD% Admi n password used for auto | ogon.

%CLUSDOMAI N% Dormai n t he adm nistrator account is a
menber of .

%.OGONCNT% Nunber of tinmes to autonmtically |ogin.
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istart

Check to ensure we received the required vari abl es.

f "UCLUSNAMVEYS =="" goto errl

f "UCLUSI PAD% =="" goto err2
if "9CLUSI PNW6 =="" goto err3
if "9%\DM NACCY% =="" goto err4
if "9PASSWORDY% =="" goto err5

f "UCLUSDOVAI N%6 =="" goto err6

f "OALOGONCNT% =="" goto err7

Set the registry key to control automatic |ogon

This section creates all the values under registry key:
HKEY_LOCAL_MACHI NE\ Sof t war e\ M cr osof t \ W ndows NT\ Cur r ent Ver si on\ W nl ogon

echo HKEY_LOCAL_MACHI NE> c:\tenp\setenv.ini

echo Software\ M crosoft\Wndows NT\ Current Versi on\ Wnl ogon>> c:\tenp\setenv.ini
echo BEGA N>> c:\tenp\setenv.ini

echo Aut oAdm nLogon=REG SZ 1 >> c:\tenp\setenv.ini

echo Aut oLogonCount =REG _DWORD %.OGONCNT% >> c:\tenp\setenv.ini

echo Def aul t Domai nNane=REG_SZ %CLUSDOVAI N9> c:\tenp\setenv.ini

echo Defaul t Passwor d=REG_SZ Y%PASSWORDY>> c:\tenp\setenv.ini

echo END>> c:\tenp\setenv.ini

Set the persistent environnent variables for the depl oyment process
This section creates all the values under registry key:
HKEY_ LOCAL_MACHI NE\ SYSTEM Cont r ol Set 001\ Cont r ol \ Sessi on Manager\ Envi r onnent

echo HKEY_LOCAL_NMACHI NE>> c:\tenp\setenv.ini

echo SYSTEM Control Set 001\ Cont rol \ Sessi on Manager\ Envi ronment >> c:\tenp\setenv.ini
echo BEGA N>> c:\tenp\setenv.ini

echo Admi nAccount =REG EXPAND SZ %ADM NACC%> c:\tenp\setenv.ini

echo Adm nPasswor d=REG_EXPAND_SZ Y%PASSWORDY%>> c:\tenp\setenv.ini

echo C ust er Name=REG_EXPAND_SZ %CLUSNAMEY> c: \tenp\setenv.ini

echo O usterl PAddr ess=REG_EXPAND_SZ %CLUSI PADY%> c:\tenp\setenv.ini

echo d uster| PNet Mask=REG EXPAND_SZ %CLUSI PNM&> c:\tenp\setenv.ini

Set path related variabl es

echo O usterPat h=REG_EXPAND_SZ \ \ ¥AXSERVER% expr ess\ depl oy\ cl ust er s\ %CL USNAVEYs>
c:\tenp\setenv.ini

echo O ust er Common=REG_EXPAND_SZ \\ %AXSERVER% expr ess\ depl oy\ cl ust er s\ common>>
c:\tenp\setenv.ini

echo LogPat h=REG_EXPAND_SZ \\ %AXSERVER% expr ess\ depl oy\ cl ust er s\ %CL USNAVEY>
c:\tenp\setenv.ini

echo Scri pt Pat h=REG_EXPAND_SZ \\ %AXSERVER% expr ess\ depl oy\ cl ust er s\ conmon\ scri pt s>>
c:\tenp\setenv.ini

echo Tool Pat h=REG EXPAND_SZ c:\tenp\tool s>> c:\tenp\setenv.ini

echo Depl oyPat h=REG_EXPAND_SZ \\ %AXSERVER% expr ess\ depl oy>> c:\tenp\setenv.ini
echo END>> c:\tenp\setenv.ini

Configure the registry

c \tenp\t ool s\ cpqdepev. exe -s c:\tenp\setenv.ini
goto done

Set error codes

M ssing requi red CLUSNAME vari abl e
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érrl
set ErrCode=-2
got o done

M ssing required CLUSI PAD vari abl e

rerr2
set ErrCode=-3
goto done

M ssing required CLUSI PNM vari abl e

érr3
set ErrCode=-4
got o done

M ssing requi red ADM NACC vari abl e

cerrd
set ErrCode=-5
goto done

M ssing requi red PASSWORD vari abl e

érr5
set ErrCode=-6
got o done

M ssing required CLUSDOVAI N vari abl e

cerr6
set ErrCode=-7
goto done

M ssing required LOGONCNT vari abl e

érr?
set ErrCode=-8
got o done

:done

Initialize the State Machine — p12clus.bat

remlnitialize State Mchine
c:\tenp\tool s\cpgwait -t 30
call %&cri ptPat h% pl2cl us. bat

@cho off

P12CLUS. BAT - This script determines the primary and secondary
nodes of the cluster.

Storage State Information

sO is netgotiating sentinel state

sl is storage hardware configuration

s2 is waiting for storage and cluster creation to finish

rstart

Check for the existence of the state files

if exist % usterPat ho %OOMPUTERNAMVE% s1 goto sl
if exist %0 usterPat h% “COMPUTERNAMEY s2 goto s2
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if exist % usterPath%*.sl1l goto s2

Create the sentinel file that will be used to determ ne which
node will lead the configuration of the storage and cluster.

set Senti nel St anp=%COMPUTERNANVEY %0 MEY
echo %Senti nel Stamp% % ust er Pat h% sscfg. sO
attrib +r 9% usterPat h% sscfg.s0

goto sO

:s0
cls

State sO - Negotiating Sentinel State
Determne prinmary node and create sentinel file.

for /F "usebackq delims=;" 9% IN ("type % usterPath% sscfg.s0") do set
sent i nel check=%%

if "uBentinel Check% NEQ "%Bentinel Stamp% goto S2

echo %COVPUTERNAME% %01 MEYS%Cl ust er Pat hoa “COMPUTERNAVEY s 1

echo YCOVPUTERNAMEY %1 MEY%%C ust er Pat h% cl us. ext

:sOa

State sOa - Storage Hardware configuration (Create LUNs)
Reboot to begin configuring shared storage.

;a.cho Configuring Shared Storage....
got o done

:sl

State sl - Storage Hardware Configuration (Create W ndows
partitions)

Cal | depsp.bat to create Wndows partitions, format drives, and
assign drive letters.

echo Starting shared storage Wndows partition creation....
call %cri pt Pat h% depsp. bat

Conpl et ed Shared Storage Configuration
Renove shared storage configuration state file.

éitri b -r % usterPath%sscfg.sO
del 9% usterPat h% sscfg. sO
goto done

182

State s2 - Waiting for the primary node to conplete the
configuration of the shared storage and formation of the
cluster. The secondary node(s) will reboot and wait in DCS.

echo Shared storage configuration and cluster have been created by primary node.
echo c: >% ust er Pat h% “COVPUTERNAVEY% s2
goto done

: done

Deploy Shared Storage Configuration— depstrg.bat

rem Depl oy Shared Storage Configuration
rem boot wor k unl oad

SET SVRNAME=%NODENAME%

SET CLUSNAME=MYCLUS1

SET ARYNAVE=SHARED. | NI

1717-0702A-WWEN



Rapid Deployment Guide for the ProLiant DL380 G2 Packaged Cluster Using the Rapid Deployment Pack V1.20

42

call f:\depl oy\cl usters\comon\scripts\depstrg. bat

@CHO OFF

DEPSTRG BAT - This script sets up the shared storage for the
cluster.

Requi red Vari abl es:
NOTE: String variables should be all UPPERCASE to avoid
string conparison failures (DOS linmitations).
YCLUSNAMEY Defines the cluster nane
YSVRNAMEY%  Nanme of the node currently running this script

Y%ARYNAMEY% The array file for the shared storage
configuration.

: START

Check to ensure we received the required vari abl es.

i f "OCLUSNAVEY =="" goto errl
if "Y%BVRNAMEY =="" goto err2
if "%ARYNAMEY =="" goto err3

SET TOOLSPATH=F: \ DEPLOY\ TOOLS\ SSST
SET CLUSPATH=F: \ DEPLOY\ CLUSTERS\ %CL USNAVEY%
SET CLUSTOOL=F: \ DEPLOY\ CLUSTERS\ COVWWMON\ SCRI PTS

Check for the existence of %SVRNAME% s1. The exsistence
of this file determnes is this is the primary or
secondary node.

i F NOT EXI ST AUCLUSPATHW %SVRNAME% s1 GOTO STRGMAI T

: DEPSTRG

This section deploys the shared storage.

EVoll'(IlSPATI-PA ACR. EXE /i YCLUSPATH% %ARYNAMEY%
GOTO DONE

: STRGMAI T
CLS

@CHO Waiting for the other node to deploy the storage and formthe cluster

This section acts as tiner waiting for the other node to
finish depl oying the shared storage arrays

SET D=0
SET T=0
SET H=0
SET TH=0
SET TENTH=0

:TI MER

CALL %CLUSTOOL% add. bat %% %% %% % H% Y% ENTHY%
| F % ENTH®RA HAAHRA %8 0% == 05000 GOTO TI MER

I F NOT EXI ST UCLUSPATH% cl us. ext GOTO DONE

SET D=0

SET T=0

SET H=0
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SET TH=0
SET TENTH=0
GOTO TI MER

: ERROR

Set error codes

M ssing required CLUSNAME vari abl e

cerrl
set ErrCode=-2
goto done

M ssing required SVRNAME vari abl e

érr2
set ErrCode=-3
got o done

M ssing required ARYNAVE vari abl e

cerr3

set ErrCode=-4
goto done

: DONE

@CHO OFF

ADD. BAT - This script increments a five digit nunber

This script increments a five digit nunber. Five single
digit nunbers are passed to the script through environnment
vari abl es.

: START

if 9%=9 goto TENS
if %D%=8 set D=9
if YD%=7 set D=8
if %% =6 set D=7
if Y% =5 set D=6
if %% =4 set D=5
if YD%=3 set D=4
if %D%=2 set D=3
if %% =1 set D=2
if %D%=0 set D=1
GOTO DONE

: TENS

set D=0

if 9%9%=9 goto HUNDREDS
if %0%=8 set
if 99%=7 set
if %% =6 set
if 99%=5 set
if %% =4 set
if %0%=3 set
if %d%=2 set
if %%=1 set
if 99%=0 set
GOTO DONE

TSI
PNWRAOOIONOOO

: HUNDREDS
set T=0
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f %1%6=9 GOTO THOUSANDS
f %=8 set H=9
f %e=7 set H=8
f %%=6 set H=7
f %1=5 set H=6
f %Pe=4 set H=5
f %9&=3 set H=4
f %PeE=2 set H=3
f %% =1 set H=2
f %9=0 set H=1

if 9%HYE=9 GOTO TENTHOUSANDS
if %IH%E=8 set TH=9
if 9THYE=7 set TH=8
if 9TH&=6 set TH=7
if WHE=5 set TH=6
if 9TH%=4 set TH=5
if YWHE=3 set TH=4
if 9TH%&E=2 set TH=3
if YaHYE=1 set TH=2
if WaH&E=0 set TH=1
GOTO DONE

: TENTHOUSANDS

set TH=0

if OTENTH¥%=9 set TENTH=0
if OTENTH%=8 set TENTH=9
i f OTENTHY%=7 set TENTH=8
if OTENTH%=6 set TENTH=7
i f YTENTHY%=5 set TENTH=6
if OTENTH¥%=4 set TENTH=5
i f 9TENTHY%=3 set TENTH=4
if OTENTHY%=2 set TENTH=3
if OTENTH%=1 set TENTH=2
if OTENTH%=0 set TENTH=1
GOTO DONE

: DONE

Deploying the Shared Partitions — depsp.bat
@cho of f

DEPSP. BAT - This script deploys the Wndows partitions to the
shared storage.

(1) Partition drives
(2) Assign drive letters starting with E
(3) Format new drives

istart
set dpscript=c:\tenmp\ ¥COVPUTERNAVEYSARANDOW. dps
set outfile=c:\tenmp\ “COVPUTERNAMVEY®RANDOW out

. scan

Scan for new drives

é-cho rescan > %lpscript%
echo Scanning for disks...
%l ool Pat h% di skpart -s %apscri pt %

Li st avail abl e di sks

1717-0702A-WWEN



Rapid Deployment Guide for the ProLiant DL380 G2 Packaged Cluster Using the Rapid Deployment Pack V1.20

45

Di skpart.exe lists the disks availble and redirects the
output to a file called outfile.

é-cho Iist disk> %lpscript%

cls

echo Getting disk drive list...

% ool Pat h% di skpart -s %dpscri pt %%utfil e%

Create Disk Partition and Drive Letter Script

This creates a script for diskpart.exe that will assign
partitions to the disks listed in the outfile.

ski p=10 Means skip the first 10 Iines of the output
generated by diskpart's list disk. The Cdrive
and its information is included in the first 10
l'i nes.

tokens=2 Means that we are |looking at field or colum 2 of
di skpart list disk. This is the disk nunber.

echo Creating disk partitioning script...
for /F "usebackq skip=10 tokens=2" %% IN (" type %utfile%) do (
echo sel ect di sk %% >>%lpscri pt %
echo cl ean>>%lpscri pt %
echo create partition primary>>%lpscript%
echo assi gn>>%lpscri pt %

)

(1) Create Partitions and (2) Assign drive letters

é;:ho Partitioning drives...
%rool Pat h% di skpart -s %apscri pt %

Li st avail abl e volunes to know what disks need formatting

echo list vol ume> %lpscri pt %
echo Getting volune list...
%l ool Pat h% di skpart -s %apscri pt %% utfil e%

(3) Format Disks

This creates a script for diskpart.exe that selects each new
partition and says 'yes' to format it with NTFS.

ski p=11 Means skip the first 10 lines of the ouput
generated by diskpart list volune.

tokens=3 Means that we are |ooking at field or colum 3
of diskpart list volune. This is the drive
letter.

set yesfile=c:\tenp\yes.res

set Format Script=c:\tenp\format. bat

echo Creating disk formatting script...

for /F "usebackq skip=11 tokens=3" %% IN (" type Y%utfile%) do (
echo format Wh: /fs:ntfs /v:Di sk%% /q>>%ornmatScript%

W need a y response for each disk.

echo y>>%esfil e%
::echo set ErrCode=%rrorl evel %9%>%-or mat Scri pt %
c:echo if 9%&rrCode%®b GTR 0 exit 9%/&Err Code%®s>%-or mat Scri pt %
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)

echo Formatting disks...
call %ormatScript%< %esfile%

Cl eani ng up

del 9%ornatScri pt %
del %esfile%

del %utfile%

del %dlpscript %
goto done

: done

Deploying the Cluster — depclus.bat

rem Depl oy the O uster
c:\tenp\tools\cpgwait -t 30
call %scri pt Pat h% depcl us. bat

@cho of f

DEPCLUS. BAT - This script deploys the cluster.

rstart

Create cluster unattended installation script

echo Creating cluster unattended installation script
set cl uscfguas=C:\tenp\cluscfg. uas

echo [d uster]>%l uscfguas%

echo Account =%Adm nAccount %>% | uscf guas%

echo Passwor d=%Adni nPasswor d%>%| uscf guas%

echo Domai n=%®ef aul t Domai nName%>>%¢| uscf guas%

echo | PAddr =% ust er | PAddr ess%>%I uscf guas%

echo Subnet =% ust er | PNet Mask%>%| uscf guas%

echo Local Quor uneNo>>%| uscf guas%

echo Nane=%C ust er Nane%>%| uscf guas%

echo Network="Public", Al, 2 >>%l uscfguas%

echo Network="Private", Internal, 1 >>%l uscfguas%
echo Quor unrE: >>%| uscf guas%

Check to see if this is the prinmary node

if exist % usterPat ho %OOMPUTERNAMVE% s1 goto cl
if exist % usterPat h% ¥COVMPUTERNAMEY s2 goto c2
goto done

:cl

State cl1 - Primary node creates the cluster

Set the private interconnect network

netsh interface ip set address name="Local Area Connection 2" static 1.1.1.1
255.255.255. 0

Begin Cluster Creation / Configuration

echo Form ng the Cluster
c:\winnt\cluster\cluscfg.exe -act form-u %l uscfguas%
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del 9% ust er Pat h% cl us. ext

:cluscreatewait

Wait for other nodes to join the cluster

%l ool Pat h% cpgwai t. exe -t 60

echo Waiting for other nodes to join the cluster
if exist %0 usterPath%*.s2 goto cluscreatewait
del % ust er Pat h% “COMPUTERNAVE% s 1

got o done

. c2

State c2 - Secondary node joins the cluster

Set the private interconnect network

netsh interface ip set address name="Local Area Connection 2" static 1.1.1.2
255. 255.255. 0

Begin Cluster Join

-e-cho Joining the Cluster
c:\winnt\cluster\cluscfg.exe -act join -u %l uscfguas%
del % ust er Pat h% “COMPUTERNANVEY% s2

:cl usj oi nwai t

Wait for all nodes to join the cluster

% ool Pat h% cpgwai t. exe -t 60
if exist %0 usterPath%*.sl1l goto clusjoinwait
goto done

: done

Cleaning Up - cleanup.bat

rem Cl eanup Tasks
call %gcri pt Pat h% cl eanup. bat

@cho of f

CLEANUP. BAT - This script cleans up all installation files and
registry settings copied to the server.

Clean the registry

|f exist c:\tenp\setenv.ini %ool Pat h% cpqdepev. exe -d c:\tenp\setenv.ini

Delete the files

|f exist c:\tenp rndir /S /Qc:\tenp

: done
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Computer Import File
Sanple Altiris Deploynent Server Database inmport file

Note: Comment |ines are denoted by a semicolon as the first character.
Quotes around fields are optional.

You can popul ate your conputer database by using the followi ng format.
It can then be inported into Deploynent Server fromthe command |ine or

File, New Conputer, Inport or with File, Inport/Export, Inport Conputers.
This would work well from a spreadsheet exported to a conma delinmited file.

For some fields, this input format supports multiple | P Addresses, delimted by
a";" withinthe field. These fields are marked with a "(;)". For exanpl e the
gateway field could read ,30.11.11.2, or ,30.11.11.2;30.11.11.3;30.11.11. 4,

** For the Deploynment Server to read the inport text correctly, place a final
hard return at the end of the file.

’
1
1
’
1
’
)
’
’
1
’
)
1
)
1
’
1
1

MYCLUS1

380G2A, , DI29FRALK509, , 380G2A, 1, ALTIRIS, , 1,, .\, .,y 000y, HASE HP, L, 0,000 ss s, MYCLUSL,
,,,,15.15.15.1,255.0.0.0

380&2B, , DI30FRWMK002, , 380&2B, 1, ALTIRIS, , 1,,,,,,,,,,,,,,,,, HASEHP, .., ,,,,,,,,, MYCLUSL,

,,,,15.15.15.2,255.0.0.0

; Computer Inport Tenplate — (frominprtdb55.txt on the depl oynent server)

; Name, MAC Address 1, Serial Nunber, Asset Tag, Conput er Name, Domai n( B), Domai n/ Wr kgr oup
Nane, Dormrai n Control | er Name(i gnored), DHCP(B), | P
Address(;), Netnmask(;), Gateway(;),Preferred DNS(;),Al ternate DNS, Alternate 2

DNS, Preferred WNS, Al ternate W NS, Host nane, Domai n Suffix, Use Preferred Tree(B), Preferred
Server, Preferred Tree, Netware User, NDS Cont ext, Run

Scripts(B), User, Organi zati on, Key, Password Never Expires(B)(ignored), Cannot Change
Passwor d( B) (i gnored), Must Change Passwor d(B) (i gnored), User nane(i gnored), Ful |

Nane(i gnored), G oups(i gnored), Passwor d(i gnored), Cont act, Depart nent, Emai |, Mai | st op, Phone,
Si te, Conputer Goup, Event, Event Start Tinme, NlC2 MAC Address, DHCP(B), | P

Address(;), Netmask(;), Gateway(;), DNS(;), WNS(;), Domai n Suffix
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Appendix C — Hardware and Software

Configuration

Table 1.

Hardware Configuration

2 ProLiant DL380 G2 Servers

Smart Array Cluster Storage

Table 2.

Software Configuration

Dual Intel 1.266 GHz P3 Processor
256 MB Memory
2 -9.1 GB Disks (Slots 1-2)
Array Configuration
Array A—2 - 9.1 GB Disks
1 Logical Drive
9.1GB RAID 1+0
6 - 9.1GB Hard Drives (Slots 1-6)
Array Configuration
Array A -2 - 9.1 GB Disks
2 Logical Drives
498 MB RAID 1+0
8.1 MB RAID 1+0
Array B - 4 - 9.1 GB Disks
1 Logical Drive

17.3GB RAID ADG

Windows 2000 Advanced Server with Service Pack 2
Support Paqg (CSP) located on SmartStart 5.40

ProLiant Essentials Rapid Deployment Pack 1.2

Table 3.

Naming Conventions

Cluster Nodes

Cluster Name
Windows Domain
Cluster IP Address
Cluster Net Mask
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Node 1 — CLUS1N1
Node 2 — CLUS1N2
MYCLUS1
ALTIRIS
140.110.225.10
255.255.0.0



